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Abstract. Many artificial intelligence methods were applied to enhance security in computer 

networks. These methods seem to be mainly based on neural networks and decision trees. 

Nevertheless, and according to literature, some of them are still suffering from some weaknesses. 

This is the reason why we focused in this study on the enhancement of two approaches: Iterative 

Dichotomiser 3 ID3 and multilayer perceptron (MLP) algorithms. The aim of this study is to use 

appropriate attributes of the KDD dataset, in order to obtain better detection rates. Simulations 

were conducted using WEKA and Tanagra tools. The results show that our contributions (ID3 

and MLP) are competitive with other solutions in terms of detection accuracy.  
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1  Introduction  

An intrusion is a set of malicious activities to compromise computer security and 

computers network security [1]. In practice, there are effectively many types of IDS as 

mentioned in [2]. So, these IDSs are hypervisor IDS, DIDS, HIDS, HyIDS, and NIDS. 

In the last two decades, the well-known and widely used algorithms in detecting 

intrusions are decision trees and neural networks. Each of which is used in one or many 

fields of research, especially the classification problems and attacks detection. 

Therefore, there are many types for everyone. For neural networks, there are several 

types such as multilayer perceptron (MLP), generalized feedforward (GFF), radial basis 

function (RBF), self-organizing feature map (SOFM), and principal component 

analysis (PCA) NN as illustrated in [3]. For decision trees, there are many types like 

C4.5, CART, Random Tree, J48, ADTree, NBTree, Random Forest, and Hoeffding 

Tree as illustrated in [4]. So, these algorithms mainly use KKD cup 99 datasets [5] in 

order to evaluate the performance of their proposed algorithms.  



 

According to literature, many artificial intelligence methods were applied to enhance 

security in computer networks. These methods seem to be mainly based on neural 

networks and decision trees. Nevertheless, and according to literature, some of them 

are still suffering from some weaknesses. This can be explained by the misuse of the 

KDD dataset (only 10% are used in general), but also, by using only the KDD 

attributes. In fact, while looking at these attributes, we can easily notice that some of 

them are not useful for training artificial approaches based on neural networks or 

decision trees. This is the reason why we focused in this study on the enhancement of 

two approaches: Iterative Dichotomiser 3 (ID3) and multilayer perceptron (MLP) 

algorithms. The aim of this study is to use appropriate attributes (14 well-chosen 

attributes) of the KDD dataset, in order to obtain better detection rates.  

     The structure of this paper is organized as follows. Section 2 outlines related works 

whereas Section 3 presents two suitable classifiers. Section 4, the performance of our 

contributions is evaluated. Section 5 gives a brief conclusion. 

2 Related work 

2.1 Decision Trees DTs  

Decision tree algorithm has been heavily used for many years in several fields of 

research such as computer network security. It is one of the most important used 

methods for classification. Several decision tree algorithms have been proposed. One of 

the most used classification algorithms is ID3 [6, 7]. This well-known algorithm selects 

split attributes using information entropy. Another algorithm called C4.5 [8]. It is an 

improved version of ID3 that deals with both continuous and discrete values, and 

missing values. It also avoids overfitting, improves computing efficiency and performs 

other functions. Baik et al. [9] applied DDT (distributed decision tree) approach to 

intrusion detection domain. This approach integrates inductive generalization and 

agent-based computing. Thakur et al. [10] re-optimized  ID3 and C4.5 decision tree 

algorithms. This proposed method provides a simple modification to the attribute 

selection methods of them.     Lakshminarasimman et al. [11] proposed a new method 

for DDoS detection. This method is based on Decision.  Amor et al. [12] proposed an 

approach using Naive Bayes (NB) and decision tree to help IDS achieve good detection 

rate. The experiments were conducted using KDD cup 99 datasets. Results show that 

the proposal achieves better results in terms of computation time. Rish et al. [13] 

proposed an approach called Naïve Bayes for classification. This classifier uses Monte 

Carlo simulations to classify different types of problems. Results show that the 

approach performs better than other existing approaches. AHMAN et al [14] proposed 

a new Learning algorithm based on adaptive IDS using DT. Experimental results, 

conducted using KDD cup 99 datasets, show that the approach achieves a detection rate 

of 98%. A hybridization is developed by PANDA et al [15], using many algorithms in 

order to make intelligent decisions. These classifiers are decision tree, PCA, SPegasos, 

SVM, END, Random Forest and Grading. Results, conducted in a variant of KDD cup 

99 datasets called NSL-KDD, show that the proposed approach has 0% of false alarms 

and 100% of detection rate. Shah et al. [16] proposed a discriminative feature selection 



 

and intrusion classification based on SPLR (sparse logistic regression) for IDS. 

Experiments conducted using NSL-KDD dataset. Results show that the proposed 

method has better performance compared to the other well-known techniques. Breiman 

et al. [17] proposed a classification and regression tree (CART). This classifier is a 

non- parametric decision tree which can produce classification or regression. 

Experimental results show that CART has low computation time in comparison to other 

existing approaches. 

2.2 Neural Networks NNs  

We begin with the proposal of Mukkamal et al [18], who proposed to detect intruders 

using NN and support vector machines (SVM). Another approach is developed by 

Cannady et al. [19], who used an ANN for misuse detection and anomy detection based 

on packet header attributes. Gupta et al [20] studied different data mining classification 

techniques have been tested using the 10 fold cross-validation method. These 

techniques like J48, kNN, FT, NB, LMT, SVM, C-RT, QUEST, MLP, ID3, Bayes Net, 

C4.5, CHAID, LDA, NN-RBFN, Prototype-NN, SPegasos and so on. A model called 

Hyperview [21] was proposed by Debar et al. It is based on two components: signature-

based IDS and NN. Ghosh et al.[22] employed ANNs for misuse and anomaly 

detection using recent user behaviors. A framework called RBF-SOM [23] was 

proposed by Horeis et al. It is a combination of a RBF (radial basis function) network 

and SOM (self-organizing maps) based NN. A framework called NNID (neural 

network intrusion detector)  [24] was proposed by Lin et al. It is a new IDS based on 

the neural network and backpropagation approach. Subarna et al. [25] proposed a novel 

IDS to detect threats. The proposed method is based on BPN (back- propagation neural 

networks) and SOM (and self-organizing map). Dias et al. [26] proposed an IDS based 

on artificial neural network (ANN) and the KDDCUP’99 dataset. ESMAILY et al [27] 

hybridized decision tree and multi-layer perceptron neural networks to classify 

instances. Experimental results, conducted using KDD cup 99 datasets, show that the 

proposed scheme identified attacks with high accuracy. A framework called FC-ANN 

[28] is proposed by WANG et al. It is based on ANN (Artificial Neural Networks)  and 

fuzzy clustering. Experimental results, conducted using KDD cup 99 datasets, show 

that the proposed new approach performs better than other existing approaches in terms 

of detection precision and detection stability. A hybridization, called GN-ANN and 

GSPSO-ANN was proposed by Dash [29]. It is based on evolutionary algorithms such 

as GS (gravitational search) and PSO (particle swarm optimization). Experiments 

conducted using NSL-KDD dataset. Results show that the proposed approach performs 

better than other existing approaches.  

3 Our contributions 

3.1 Decision tree ID3 algorithm  

 To build the decision tree, we used the ID3 algorithm as shown in Figure. 1. It is a 

supervised classification algorithm that is based on examples already classified in a set 



 

of classes to determine a classification model. It consists of building a tree from its root 

to its leaves recursively by choosing the attribute that maximizes the information gain 

at each stage of the construction.  

 
Fig. 1 ID3 algorithm [30] 

3.2 Neural network MLP algorithm  

The Multilayer Perceptron (MLP) is a classifier that uses a supervised learning 

technique called backpropagation to classify instances as shown in Figure. 2. It can 

implement arbitrary decision limits using hidden layers. It consists of, at least, three 

layers of nodes: an input layer, a hidden layer, and an output layer. Except for the input 

nodes, each node is a neuron that uses a nonlinear activation function.  

 
Fig. 2 Backpropagation algorithm [31]  

https://en.wikipedia.org/wiki/Supervised_learning
https://en.wikipedia.org/wiki/Activation_function


 

4 Simulation evaluations 

4.1 Simulation details  

TABLE I describes the attributes used in our experiment, extracted from 10% KDD 

cup99 dataset (494021 instances). 

Table 1. Attributes description. 

N Attributes  Description  

1 protocol_type The protocol used in the connection 

2 Service Destination network service used 

3 Flag Connection status (Normal or Error) 

4 src_bytes The number of data bytes transferred from source to 

destination in a single connection. 

5 dst_bytes Number of bytes of data transferred from the 

destination to the source in a single connection 

6 Land if the source and destination IP addresses  and port 

numbers are equal, then this  variable is set to 1, 0 

otherwise 

7 wrong_fragment Total number of fake fragments in this connection  

8 logged_in Connection status: 1 if connected successfully, 0 

otherwise  

9 root_shell 1 if the root shell is obtained, 0 otherwise  

10 Count Number of connections to the same destination host 

11 same_srv_rate The percentage of connections that were to the same 

service, among the connections aggregated in Count 

12 diff_srv_rate The percentage of connections that were to different 

services, among the connections aggregated in Count  

13 dst_host_same_

src_port_rate 

The percentage of connections that were at the same 

source port, among the connections aggregated in 

dst_host_srv_count 

14 Label the label assigned to each of the examples as attack 

type (1) or as normal (0) 

 

For the ID3 implementation, we selected all attributes. The first 13 attributes are inputs 

and the last attribute is the element to predict whereas, for the MLP implementation, we 

selected the attributes 4, 5, 10, 11, 12, 13, and 14 listed in TABLE I. The last attribute 

is the element to predict. 



 

4.2 Software and hardware configurations  

   The hardware configuration is 2.53 GHz Intel® Core i5 with 4 GB memory and 118 

GB hard drive. The exploiting system is Ubuntu 14.04 LTS 64 bit. So, we used Weka 

(Waikato Environment for Knowledge Analysis). It is a set of open- source tools for 

manipulating and analyzing data files [32]. 

4.3 Simulation results and analysis  

In the following, we simulate the results of our contributions (ID3 and MLP) using 

10%KDD cup99 dataset which contains 494021 instances. 

 ID3 algorithm. Table 2 illustrates the results obtained using 10% KDD cup 99 

datasets and WEKA tool. 

Table 2. Evaluation results using ID3. 

Algorithm Correctly classified 

instances 

Incorrectly  Classified 

instances 

Our 

contribution(ID3) 
99.8842 % 0.1158 % 

 

In the following, we will compare our contribution (ID3) with other existing algorithms 

like J48, Random Forest, Decision Tree, and Naïve Bayes as listed in Table 3. In this 

study, the 10% KDD cup 99 has been conducted to compute the detection accuracy.   

TABLE 3. COMPARISON BETWEEN OUR CONTRIBUTION (ID3) USING ONLY 14 ATTRIBUTES AND OTHERS 

[11,12] USING 42 ATTRIBUTES 

Algorithms Correctly classified 

instances 

Incorrectly  Classified 

instances 

J48  [11] 99.9415 % 0.0585 % 

Random Forest [11] 96.9437 % 3.0563 % 

Decision tree [12] 99.99 0.01 

Naïve Bayes [ 12] 99.23 0.77 

Our contribution 

(ID3) 

99.8842% (only 14 

attributes) 
0.1158% 

   

According to the previous table, the result of our contribution (ID3) is competitive with 

the work already mentioned on decision trees, especially that of J48 [11], which is very 

close to the result of our contribution (ID3) and whose difference is 0.1058%. The 

Naïve Bayes algorithm has the lowest detection accuracy of 99.23. In addition to that, 

note that in our experiments, we considered only 14 attributes described above in 

section A. 

In addition to that comparison, we add supply comparison between our contribution 

(ID3) and other existing algorithms of top 10 algorithms in data mining [33], such as 

C4.5, CART, Naïve Bayes, Random tree and Bagging + CART using a well-known 



 

tool of data mining called TANAGRA tool [34] as shown in Table 4. This comparison 

is done under similar attributes and values using 10% KKD Cup 99 dataset.  

TABLE 4. COMPARISON BETWEEN OUR CONTRIBUTION (ID3) AND OTHER ALGORITHMS USING TANAGRA IN 

CASE OF 14 ATTRIBUTES 

Algorithms 

Correctly 

classified 

instances 

Incorrectly 

classified 

instances 

CART 99.7583 0.2417 

Bagging + CART 99.77 0.23 

C4.5 99.7749 0.2251 

Naïve Bayes 96.7505 3.2495 

Random tree 99.48 0.52 

Our contribution (ID3) 99.8842% 0.1158% 

MLP Algorithm. Table 5 illustrates the results obtained with a different number of 

neurons (9, 11, 13 and 14) in the hidden layer using 10% KDD cup 99 and Weka tool. 

TABLE 5. COMPARISON BETWEEN OUR CONTRIBUTION (MLP) USING ONLY 14 ATTRIBUTES AND OTHERS [25, 
26, 27, 28] 

Algorithms Correctly 

classified 

instances 

Correctly 

classified 

instances 

ANN [26] 99.9% 0.1% 

BP-SOM [25] 99.95% 0.05% 

FC-ANN [28] 96.71% 3.29% 

BPNN [28] 96.65% 3.35% 

Our contribution (MLP) 99.10% 0.9% 

The result of our contribution (MLP) is also competitive with the work already cited on 

neural networks, especially BP-SOM [25].  

ID3 and MLP Algorithm. In the following, we compare our contributions (ID3 and 

MLP algorithms) with other ones as listed in Table 6 using 10% KDD cup 99 datasets.   

TABLE 6. COMPARISON BETWEEN ID3 AND MLP AND OTHERS 

 

Algorithms 

Correctly 

classified 

instances 

Incorrectly 

classified 

instances 

CART 99.7583% 0.2417% 

Bagging + CART 99.77% 0.23% 

C4.5 99.7749% 0.2251% 

Naïve Bayes 96.7505% 3.2495% 

Random tree 99.48% 0.52% 

KNN 19.6911% 80.3089% 

PNN 79.41% 20.59% 



 

Our contribution (MLP)  99.1% 0.90% 

Our contribution (ID3) 99.8842% 0.1158% 

 
According to previous table, the result of our contributions (ID3 and MLP algorithms) 

are competitive with other existing algorithms of top 10 algorithms in data mining [33], 

such as C4.5, CART, Naïve Bayes, Random tree and Bagging + CART, KNN, and 

PNN, using a well-known tool of data mining called TANAGRA [34]. So, our 

contribution (ID3) has the highest detection accuracy compared to other ones of the 

same category such as C4.5 whereas our contribution (MLP) has also highest detection 

accuracy compared to other ones of the same category like PNN. 

5 Conclusion 

In this work, we enhanced two well-known algorithms, ID3, and MLP that are used for 

intrusion detections. The enhancement is based on the use of 14 appropriate attributes 

of KDD dataset for training and testing phases of the two presented solutions because 

some attributes are not useful for training artificial approaches. For implementing both 

algorithms (ID3 and MLP), we have used the Java language and WEKA tool. The 

simulation results show that our contribution (ID3) is competitive with some 

algorithms proposed in [11, 12], whereas for others such as C4.5, CART, Naïve Bayes, 

Random tree and Bagging + CART, it has the highest detection accuracy of 99.88 %. 

For MLP, it seems clearly to be competitive with a few algorithms proposed in [25, 26, 

28], whereas for others like PNN and KNN, it seems clearly to have the highest 

detection accuracy of 99.10%. 
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